Morphological Component Analysis based Compressed Sensing Technique on dynamic MRI reconstruction
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Abstract—Compressive sensing (CS) MRI have been developed to speed up data acquisition without significantly degrading image quality. This paper proposes a novel compressed sensing reconstruction method exploiting temporally complementary morphological characteristics. This method relies on some well-developed signal processing techniques: morphological component analysis (MCA) and sparse derivatives. It also relies on well-developed MRI reconstruction techniques: incoherent undersampling schemes and parallel imaging. Other MRI schemes were simulated to make comparison with our MCA-based CS method. CS and parallel imaging has been merged together to highly increase acceleration rate. This work simulates this framework also. Performance of applying different temporal regularizations individually and hybrid signal models based on MCA with and without auxiliary spatial regularization are all analyzed in this paper. Nonlinear conjugate gradient algorithm is applied to gain all signal components simultaneously.

Index Terms—Compressed Sensing, Morphological Component Analysis, Sparse Derivatives, Parallel Imaging

I. INTRODUCTION

Magnetic resonance imaging has a wide range of clinical applications due to its benefit of being noninvasive, causing no radiation side effects, and offering excellent structure of body organs. However, long data acquisition time leads to patient discomfort, motion artifacts in reconstruction images, and lower temporal resolution in dynamic MRI.

To overcome above disadvantages, fast acquisition schemes and high-quality reconstruction methods from undersampled data have been developed. Fast acquisition schemes, such as fast gradient echo imaging, fast spin echo imaging, and echo planar imaging (EPI), were designed with optimized pulse to shorten the acquisition time. But it is limited by physical constraints like gradient amplitude and slew rate for safety consideration. High-quality reconstruction from undersampled data, such as compressed sensing and parallel imaging, further increase the acceleration factor.

Compressive sensing is a signal processing technique that recovers certain signals through optimization from far fewer measurements than traditional methods [8]. Parallel imaging refers to the k-space data acquisition scheme by multicoils. Due to the independency of coil sensitivities, the image reconstruction become less ill-conditioned. The combination of above two techniques substantially increases the acceleration rate in MRI [5].

Since compressed sensing MRI model and a corresponding algorithm were first proposed [13], many improved CS MRI applications have emerged. Dynamic MRI based on CS model has been shown to retain satisfactory image quality and achieve higher spatial and temporal resolution by [5] [6] [14]. Most of these CS-based dynamic MRI methods are based on modeling the pixel intensity changes by assuming intensity of each voxel along temporal direction admit sparse representation in some transform domain, such as temporal DFT, total variation, and wavelet transform [11] [18] [19].

However, as shown in Fig. 1, some voxel time-intensity curves are not well captured by a single sparsifying transform. Consider one pixel example $s$ within the right ventricle region. Its second-order difference $D_2 s$ and its Fourier coefficients $\Phi_{DFT} s$ are shown in Fig. 1(b) and 1(c) respectively. It is clear that coefficients in above two transforms are not sparse. If signal model $s = x_1 + x_2 + n$ and corresponding decomposition method (1) are used to separate $s$ into $x_1$ and $x_2$, in Fig. 2(a) and 2(c), then $\Phi_{DFT} x_1$ and $D_2 x_2$ become much sparser.

$$\arg\min_{x_1, x_2} \frac{1}{2} \|s - x_1 - x_2\|^2_2 + \lambda_1 \|\Phi_{DFT} x_1\|^1_1 + \lambda_2 \|D_2 x_2\|^1_1$$ (1)

In this paper, we propose the decomposition of intensity of each voxel along temporal direction into components based on some sparsifying transforms, such as sparse derivatives [1] and DFT. The proposed method is designed to preserve different morphological aspects of pixel intensity changes, which cannot be well modeled by just a single sparsifying transform.

The idea of decomposition-based MRI reconstruction were presented earlier in [2] [4]. In [2] the goal is to solve loss of low-contrast image features with increasing acceleration factors, and it is proposed that spatially piecewise smooth parts and residuals be separately coded by total variation and wavelets. The separation of low-rank and sparse components in dynamic MRI using principal component analysis and sparse signal representations is developed in [4]. Improved reconstruction accuracy were consistently obtained in different kinds of dynamic dataset by applying low-rank and sparse decomposition model.

The following sections describe our proposed method and compare it with some other state-of-the-art reconstruction...
schemes. As mentioned before, parallel imaging technique combined with other schemes have been proven to achieve good quality reconstruction even if high accelerated factor ($R = 8$) is chosen. Our MCA-based CS method is designed for both single channel and multichannel imaging. Section II discusses the proposed method in detail. The dataset and other state-of-the-art methods will be briefly described in Section III. Experimental simulation with $R = 8$ for both single channel and multichannel imaging are shown and analyzed in section III. Section IV makes a conclusion of the proposed MCA-based method, and discusses future work.

II. METHOD

Even though data acquisition by parallel coils is widely used in practical, some reconstruction techniques, such as k-t SLR [3], and DLTG [7], are designed for signal channel imaging. Data reconstruction assuming a single coil setup is involved when comparing with them. The subsection A describes the corresponding single channel signal model. The more practical signal model for multichannel is described in subsection B.

A. Signal model for single channel dynamic MRI

Single channel acquired k-space data $y_s$ can be formulated as

$$y_s = M \begin{bmatrix} F & \cdots & F \end{bmatrix} \begin{bmatrix} m_1 \\ \vdots \\ m_n \end{bmatrix} + w = H_s m + w$$  \hspace{1cm} (2)

where $M$ refers to the pseudorandom undersampling patterns shown in Fig. 3, $F$ is Fourier transform in spatial domain for all time frames, $m = [m_1, \ldots, m_n]^T$ denote the concatenated image components, and $w$ is additive Gaussian noise. The summation of $n$ signal components $\sum_{i=1}^{n} m_i$, is the desired image series.

B. Signal model for multichannel dynamic MRI

Parallel imaging has been applied in MRI to exploit data redundancy, especially when the number of receive
coils exceeds the acceleration factor $R$ [12]. MRI applications combining compressed sensing and parallel imaging to further improve image quality has been addressed by several authors [5] [18] [19], via formulating parallel imaging technique into data fidelity term. The multi-channel k-space sampled data $y_m$ has been formulated as

$$y_m = M \begin{bmatrix} F & \ldots & F \end{bmatrix} C m + w = H_m m + w \quad (3)$$

where $M$, $F$, $m$ and $w$ are defined exactly as above in single-channel case, $C$ are formed by sorted coil sensitivity matrices $C_i$, $i = 1, \ldots, N_c$ as

$$C = \begin{bmatrix} C_1 & \ldots & C_1 \\ \vdots & \ddots & \vdots \\ C_{N_c} & \ldots & C_{N_c} \end{bmatrix}_{N_c \times n}. \quad (4)$$

### C. Objective Function

Decomposition-based CS reconstruction assumes that intensity of each voxel as a function of time can be decomposed into several components whose representation in some certain transform domain are sparse. Aiming to achieve above signal model, the corresponding objective function is given by

$$m = \arg \min_m \frac{1}{2} \| y - H_{s,m} m \|^2_2 + \sum_{i=1}^N \lambda_i \Phi(\Psi_i m_i) \quad (5)$$

where $\Psi_i$ is the temporal sparsifying transform for component $m_i$, $\Phi$ is a sparse-promoting function, such as $l_1$-norm, and $\lambda_i$ is regularization weight to balance the contribution of component $m_i$. Recently additional auxiliary spatial penalty, such as spatial image gradient or spatial wavelet, has been proven to improve the reconstruction performance. Here we utilize this idea in our work. The objective function can be extended into following form:

$$m = \arg \min_m \frac{1}{2} \| y - H_{s,m} m \|^2_2 + \sum_{i=1}^N \lambda_i \Phi(\Psi_i m_i) + \alpha \Phi(\Psi_s [I, \ldots, I] m) \quad (6)$$

where $\Psi_s$ is the spatial image gradient transform, and its corresponding weight $\alpha$ can set equal to a small value to avoid oversooshing or blurring in the image.

### D. Solved by Nonlinear Conjugate Gradient (NCG)

Nonlinear conjugate gradient algorithm with backtracking line search has been provided by [13] to solve unconstrained problem. Within our formulated problem, there are $n$ vector variables. In order to utilize NCG algorithm, we concatenate all signal components $m_i$ together to create larger vector variable $m = [m_1 \ldots m_n]^T$, and update $m$ in each iteration. Therefore, all variables in the objective function can be obtained simultaneously. After all the signal components being obtained, summation all of them, $\sum_{i=1}^N m_i$, leads to the desired estimated result $\hat{m}$.

An alternative algorithm for MCA-based objective function is proximal gradient algorithm (PG), described by [15] [16] [17]. MCA-based objective function without auxiliary spatial regularization can simply utilize PG and its property of seperable sum by [16]. Compared with NCG, PG is designed for non-differentiable objective function, and is not necessary to smooth non-differentiable points.

### E. Performance Measurements

To evaluate the quality of reconstructed images quantitatively, one measurement, called normalized root mean square error (NRMSE), is defined as

$$\text{NRMSE} = \sqrt{\frac{\sum_{i=1}^n |m_{\text{acc}}(i) - m_{\text{full}}(i)|^2}{\sum_{i=1}^n |m_{\text{full}}(i)|^2}} \quad (7)$$

where $m_{\text{acc}}$ refers to reconstructed image series by undersampled k-space data; $m_{\text{full}}$ denotes reconstructed image series by fully-sampled k-space data; $n$ is number of voxels in the region of interest times the number of time frames. In our work, three region of interests (ROIs): left ventricle (LV), myocardial wall (MW), and right ventricle (RV) are defined in Fig. 4 from 4(b) to 4(d).

Additionally, the temporal signal over left ventricle $s_{lv}$ and myocardial wall $s_{mw}$ contains important perfusion information. Thus, root mean square error (RMSE) between estimated $s$ and ground truth $s$ can also quantitatively demon-
strates the performance of reconstruction methods.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n_t} |s(i) - \hat{s}(i)|^2}{n_t}}
\]  

(8)

III. EXPERIMENTAL RESULT

A. Dataset

Our MCA-based CS reconstruction are designed for both single channel and multichannel dynamic MRI dataset. In order to validate our proposed method, we applied it to a 12-channel first-pass cardiac perfusion dataset with imaging matrix of 128 × 128. This dataset is the same one used in parallel CS MRI [11]. The imaging parameters are exactly same as those described in [11]. The relevant imaging parameters include: FOV = 320 × 320 mm, slice thickness = 8 mm, flip angle = 10°, TE/TR = 1.2/2.4 ms, BW = 1000 Hz/pixel, saturation-recovery time delay (TD) = 10 ms, repetitions = 40, spatial resolution = 3.2 mm × 3.2 mm, and temporal resolution = 307 ms. The ground truth for multichannel simulation is generated from fully sampled k-space data through least square combination [10], due to the availability of coil sensitivity matrix. Other multi-channel techniques, such as low-rank and sparsity (L&S) [4] and k-t Sparse Sense [5], are also simulated in this paper to compare with our MCA-based CS scheme. To compare the proposed method with state-of-the-art methods designed for single channel imaging, such as k-t FOCUSS [6], k-t SLR [3], and DLTG [7], the ground truth for single-channel simulation is generated by normalizing that for multichannel. The corresponding single channel k-sapce is the Fourier coefficients of normalized ground truth.

B. Compared Methods

k-t FOCUSS, a general CS framework for dynamic MRI [6], has been proven to achieve high acceleration factor R. Besides, low-rank approximation (LR) and dictionary learning (DL) techniques are emerging to exploit the redundancies of MRI. k-t SLR and DLTG are two individual examples of LR and DL techniques for single channel imaging, and would be simulated and analyzed along with our methods (whose objective functions are shown in Table I). For MCA 1, we expect that tTV component \(m_2\) captures the intensity enhancement due to uptake of an injected MR contrast agent into myocardium. The remain frequency components can be captured by \(m_1\). Compared with MCA 1, MCA 2 only adds an auxiliary spatial penalty with small weighted to improve the reconstruction performance. Reconstruction and their corresponding bar plots of NRMSE based on single channel imaging are shown in Fig. 5 and Fig. 6, respectively.

L&S and k-t Sparse Sense are two state-of-the-art schemes for multichannel reconstruction. Their simulation are also demonstrated along with that of multichannel MCA-based CS (whose objective functions are shown in Table II) in Fig. 7 and Fig. 8. Since parallel imaging technique is combined with MCA-based CS, problem itself becomes less ill-conditioned. Utilizing more signal components to model more detailed temporally complementary morphological characteristics of time-intensity curve becomes possible. For MCA 3, we also expect that tTV component \(m_2\) captures the intensity enhancement. In addition, we expect that tPL component \(m_3\) can mainly represent voxel time-intensity curves with slope discontinuity. The remain frequency components can be compensated by \(m_1\). Compared with MCA 3, MCA 4 only adds an auxiliary spatial penalty.

C. Result Analysis

1) Single channel imaging: For perfusion dataset, temporal total variation (tTV) is a good model for sudden intensity changes along temporal direction, but introduces the staircase artifact in \(x\)-t and \(y\)-t slices (shown in row (b) and (c) of Fig. 5).

k-t FOCUSS [6], exploiting sparsity in \(y\)-f domain, can overcome above disadvantage and achieve good NRMSE, but requires a fully sampled frame as reference images. The actual acceleration factor R by k-t FOCUSS will be lower than other techniques. Thus, k-t FOCUSS sacrifices imaging speed a little for good reconstruction. Additionally, completion of stress perfusion was measured as the time to reach peak myocardial signal enhancement [9]. Second column row (e) of Fig. 5 demonstrates that averaged temporal signal of MW reaches its peak 3 time frames earlier than the ground truth.

DLTG achieves good NRMSE in LV and RV areas, but not good in MW area. Result of (MCA 1) is comparable to k-t SLR at NRMSE of MW and whole heart when tTV and temporal DFT (tDFT) components together contribute the final reconstruction. Staircase artifacts have been reduced by adding tDFT component. (MCA 2) demonstrates that if auxiliary spatial gradient penalty is applied, the reconstruction has been improved in both NRMSE of all ROIs and RMSE.
of temporal MW signal. Thus, more accurate reconstruction are achieved by (MCA 2).

2) Multichannel imaging: Parallel imaging can be combined with low rank approximation or CS methods. L&S and k-t Sparse Sense are two examples respectively. Except TV, temporal second-order difference has been present in column five of Fig. 7. Sparse second-order difference coefficients promote piecewise linear form signal. Signal enhancement to peak usually takes about two time frames, and signal decay after high contrast takes more time frames. Thus, piecewise linear (PL) is a good optional signal model for dynamic MRI. Compared with tTV, tPL reduce the staircase artifact but smooth out the x-t and y-t slices. tTV achieves slightly better NRMSE than tPL does. However, RMSE of temporal MW signal shows that tPL reconstruction has a much better temporal signal to fit perfusion information.

(MCA 3) includes both tTV and tPL to balance the blockyness and smoothness in x-t and y-t slices. Thus, it suppresses the signal distortion that introduced by individual tTV or tPL. Besides, tDFT is also contained to compensate any frequency components. Fig. 8 demonstrates that (MCA 3) indeed take advantage of each of the components, and therefore achieves lower NRMSE of all ROIs and RMSE of temporal MV signal than individual tTV or tPL, L&S and k-t sparse sense. After auxiliary spatial penalty being added, overall performance of like NRMSE and RMSE has been improved further. Result of (MCA 4) has the highest accuracy among that of all the demonstrated methods in Fig. 7.

Fig. 5. Single-channel technique comparisons: The first column demonstrates the ground true result. Column 2 to 7 demonstrate the reconstruction by k-t FOCUSUSS technique, k-t SLR scheme, DLTG method, temporal total variation, our MCA based temporal technique and MCA based spatial-temporal technique, respectively. Row (a) shows the image frame at LV peak signal intensity. Rows (b) and (c) respectively show the x-t column time series and y-t row time series. Rows (d) and (e) demonstrate averaged temporal signal over left ventricle and myocardial wall respectively.

Fig. 6. (a) Indicates bar plot of NRMSE between each single-channel technique reconstruction with its ground truth over left ventricle (LV), myocardial wall (MW) and right ventricle (RV) respectively. (b) Indicates the RMSE of temporal myocardial wall signal for each single-channel techniques.

Fig. 7. Multichannel technique comparisons: The first column demonstrates the least square combination reconstruction, which can achieve optimal SNR. Column 2 to 7 demonstrate the reconstruction by low-rank and sparse technique, k-t sparse sense scheme, temporal total variation, temporal general total variation, our MCA based temporal technique and MCA based spatial-temporal technique, respectively. Rows (a) to (e) show the same information as Fig. 5.

IV. CONCLUSION AND FUTURE WORK

We have presented a morphological component analysis based compressed sensing technique to highly accelerate MRI scans. The proposed method is shown to be able to gain more accurate results in comparison with other MRI accelerating reconstruction scheme, especially combined with parallel imaging technique. It suppresses distortion and artifacts that occur when only a single signal component is
Fig. 8. (a) Indicates bar plot of NRMSE between each multi-channel technique reconstruction with its ground truth over LV, MW and RV respectively. (b) Indicates RMSE of temporal MW signal for each multi-channel schemes.

utilized.

For future work, we plan to extend the MCA-based CS reconstruction in radial trajectory k-space dataset. Radial trajectory is less sensitive to motion artifacts due to average of the center k-space coefficients. Less motion artifact results in stronger correlation between frames, which could achieve better performance in CS related reconstruction methods.
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