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Abstract— Wireless Capsule Endoscopy (WCE) is a relatively 

new technology to record the entire gastrointestinal (GI) tract, in 

vivo. A large amount of images (frames) are captured during the 

WCE examination. Reviewing this number of images by a 

gastroenterologist would be time consuming and prone to human 

error. Therefore, a diagnostic computer-aided technique is 

essential to detect and segment regions of abnormalities. In this 

study, a novel method based on textural features (such as Gabor 

filters, local binary pattern, and Haralick) in HSV color space, 

Fisher score test, and neural networks is presented to detect and 

differentiate regions such as bleeding, tumor, and other types of 

gastric diseases including Crohn’s, Lymphangectasia, Stenosis, 

Lymphoid Hyperslasia and Xanathoma. The experimental 

results indicate that this method is able to classify a lesion from a 

normal region in every single frame and group them into normal 

and abnormal frames to be considered for surgery/treatment 

planning by an expert. 

Keywords—Wireless capsule endoscopy; image segmentation, 

Gabor filter, neural network. 

I. INTRODUCTION  

Wireless capsule endoscopy (WCE) is a new device which 

is able to investigate the entire gastrointestinal (GI) tract 

without any pain and has been used to detect small bowel 

abnormalities such as tumors, bleeding, ulcers, Crohn’s 

disease, and Celiac. A WCE examination records around 

55,000 frames in approximately eight hours [1,2]. Considering 

the large number of frames captured, it is essential to use an 

intelligent software or automatic method for reviewing these 

frames. The majority of studies are limited to only finding 

bleeding regions in the frames but physicians also feel the 

need for the studies to also detect diseases. 

For instance, in [3], the authors introduced a method for 

bleeding detection based on color similarity measurements. 

They used two color vector similarity coefficients to measure 

the degree of similarity in the RGB color space. Based on the 

similarity coefficients from the color vector, adequate 

classifiers were built and applied. This classifier was 

combined by the seeded region growing to implement an 

intelligent algorithm of bleeding detection. The sensitivity and 

the specificity were reported 97% and 90% respectively for 

detection of frames contaminated with bleeding, and 92% and 

88% for detection of pixels that included bleeding. In another 

study [4], an intelligent technique for detection of bleeding 

was presented based on probabilistic neural network trained 

by features extracted from the RGB and the HSI color spaces 

to recognize bleeding pixels from other pixels. The sensitivity 

and specificity were 93% and 84%, respectively.  

Baopu and Meng [5] presented a method based on 

chrominance moment as the color texture features. These 

color texture features were combined with uniform local 

binary pattern (LBP). A multilayer perceptron neural network 

was used to detect the bleeding regions in WCE images with a 

reported sensitivity of 90%. 

Kumar introduced a technique [6] using edge features in 

four angles, color features based on the LUV color space, and 

texture features using Gabor filters. After extracting the 

features, a support vector machine (SVM) was used to classify 

the diseased regions. The accuracy, precision and specificity 

were 93%, 93%, and 97%, respectively. In addition, Baopu 

and Meng [7] presented a method using uniform LBP and 

wavelet transform. An SVM was applied to select tumor 

region in WCE frames. The accuracy and sensitivity of this 

method was reported respectively 92.4% and 88.6%.  

In [8], Karargyris introduced a method to detect ulcers and 

polyps based on Log Gabor filters. In addition to the Gabor 

filter, Susan edge detector was used to extract texture features 

such as center of curvature (type of geometric feature to show 

the shape characteristic of the segmented object) for polyps. 

SVM classifier was then used to classify tissue in a frame 

using all the extracted features.  

A method was presented for detection of small bowel 

tumors using level set method [9]. An adaptive gamma 

correction method was used to increase the contrast in the 

frames. The level set method and the snake method were then 

compared. The results showed that the sensitivity increased to 

88% by a greater value for gamma correction while sensitivity 

decreased to 22%.  

The previously mentioned studies, were limited to the 

detection of only one or two gastric diseases, but there were a 

whole array of diseases that were left undetected. In this work, 

we have presented a method for the detection of informative 

regions in WCE frames [10]. The method is based on 

chromatic and achromatic texture features by using neural 



networks to differentiate between uninformative (like 

intestinal juice, bubbles, and dark regions in the frames) and 

informative regions.  

In addition, detection of abnormalities using fuzzy local 

binary pattern was investigated in [11]. Fuzzy local binary 

pattern and local binary pattern were compared for 

segmentation of diseased regions in WCE for four color 

channels (red, green, gray, and hue).  

The subtraction of the background can be helpful for the 

segmentation of objects. To achieve this goal, the methods 

proposed using sparse decomposition [12-14] would be useful 

on WCE frames. 

The method presented here is able to distinguish among 
normal, bleeding, diseases (such as Lymphangectasia, 
Xanathoma, Stenosis, Crohn’s, and Lymphoid hyperplasia), 
and tumors in the GI tract. 

II. MATERIAL AND METHOD 

A.  Bleeding, Diseases and Tumors 

We limited our study to three major objects in the frames: 
tumors (especially sub-mucosal tumors), bleeding, and 
diseases. The disease group consists of five objects which are 
Crohn’s, Lymphangectasia, Lymphoid hyperplasia, 
Xanathoma, and Stenosis [14]. 

B. Texture features 

1)  Gabor filter bank 

The Gabor filter is the same as a sinusoidal plane of 

particular frequency and orientation, modulated by a Gaussian 

envelope before convolving with images. This filter has good 

localization properties in both spatial and frequency domains. 

The impulse response is: 

 

 

 

 

Gabor filter =    (1) 

where x and y are the filter ranges, Theta is the rotation degree 

in scale to x and y axis,  are sigma factors which 

determine Gaussian envelope parameters, f is frequency 

repetition of sinusoidal part and Phase is the parameter which 

determine the symmetry to the center of sinusoidal [15]. In 

this paper, eight different parameters were used for the Gabor 

filter to create a filter bank as follow: 

f = [.2 .2 .2 .2 .2 .2 .2 .2];  = [0 45 90 135 0 45 90 135] 

 = [0 0 0 0 0 0 0 0 0];Range = [20 20 20 20 20 20 20 20] 

 = [1.5 1.5 1.5 1.5 .5 .5 .5 .5];  = [.5 .5 .5 .5 1.5 1.5 1.5 1.5]  

                                                                                (2) 

2)  Haralick features 

A total of 18 features from Haralick gray level co-

occurrence matrix (GLCM) were extracted. These features are 

included: autocorrelation, cluster prominence, energy, cluster 

shade, dissimilarity, contrast, entropy, homogeneity, 

maximum probability, correlation, sum of variance squares, 

sum average, sum variance, sum entropy, difference variance, 

difference entropy, information measure of correlation and 

inverse difference momentum [16 and 17]. 

3)  Local binary pattern (LBP) 

LBP is one of the efficient methods for distinguishing 

among different textures. It has been used frequently to show 

the differences in WCE frames [5,18]. 

 
Figure 1. Image (a) shows LBP value calculation for a sample 

block and Image (b) demonstrates the three blocks in the 

equation (8). 

The function of T is defined as texture in a local 

neighborhood of the grayscale image with the gray levels P+1, 

T = t(gc, g0, . . . , gP-1),                                        (3) 

where gc shows the center pixel value in each local 

neighborhood, and gp(p = 0, . . ., P-1) is the gray value of 

pixels on a circle with radius of R which are symmetric sets of 

neighbors. The coordinates of the neighbors are given by (xc + 

R cos(2πp/P),yc - R sin(2πp/P)) in which xc, yc are the 

coordinates of the center pixel. These circles are shown in 

figure 1 for three amounts of R and P. If the value of the 

center pixel is subtracted from the values of all neighbors, 

located in the circle (radius of R), then the texture function can 

be written as: 

T = t(gc, g0- gc, . . . , gP-1- gc).                                    (4) 

Because the texture function values cover a large range 

(between -255 to 255), the function is redefined as follows: 

T = t(s(g0- gc), . . . , s(gP-1- gc)),                                (5) 

where:  



.                                              (6) 

Now, the LBP value characterizes around (xc,yc) based on 

the following equation [17 and 18]: 

                  (7) 

In this paper, LBP is applied on frames by these radiuses: 

R = {1, 2, 3} 

Pixel numbers in a block (number of neighbors) = {8, 12, 16}   (8) 

Figure 1 (a) demonstrates how LBP calculates in a block 
with a radius of 1 and for 8 neighbors. In Figure 1 (b), the 
proposed block and its neighbors are shown.  

D. Texture features in color space 

Texture features were extracted in two common and 

widely used color spaces (RGB and HSV color spaces) as 

well. RGB is an additive and subtractive model whereas HSV 

color space encapsulates information which is close by human 

interpretation [21]. 

Haralick features (Mean, Variance, Skewness, and 

Kurtosis) are extracted from 5 channels in color space (Red, 

Green, Blue, Hue, and Saturation) as well as the gray scaled 

channel. Also, the Green and gray scaled channels were used 

to extract the LBP features. 

III. THE PROPOSED ALGORITHM AND ITS 

RESULTS 

Each frame was divided to 256 sub-images by resolution of 

32×32 (Figure 2) to prepare the image for feature extraction. 

 

Figure 2. Creating 32×32 sub-images. 

To extract features, first, LBP was applied on each sub-

image. LBP was extracted for three radii (1, 2, and 3). The 

total of 26×26×3 = 2028 LBP values for one sub-image (three 

radii and 26 pixels center in each LBP block) were created. 

The LBP values were counted based on the ranges mentioned 

in the three following histograms as the function of the radius 

of LBP: 

H1 (16n) = [1,3,7,15,31,63,127,255,511,1023,2047,4095, 

8191,16383,20000,26000,32768] 

H2 (12n) = [1,3,7,15,31,63,127,255,511,1023,1500,2047] 

H3 (8n) = [1,3,7,15,31,63,127,255] 

Using these vectors and counting the number of LBP values 

located between two numbers, 18 features for the radius of 3; 

12 features for radius of 2; and 7 features for radius of 1 were 

calculated. Therefore, in total, 74 features from the gray scaled 

image and the green channel for each sub-image were 

computed. The green channel was used because the intensity 

values of the gray scaled image is similar to the red channel. 

Therefore, the extracted features from the green channel 

contained different information.  

In addition, other features from the LBP method were 

obtained. We clarified which pixels had larger a value than the 

center for each radius. This means that another histogram was 

used to distinguish which neighbor was more important and 

also which one was repeated more than others. This is a new 

feature that can be extracted from the LBP values. In order to 

achieve this feature, neighbors were labeled by the following 

series: 

C1 = [3 4 5 13 21 28 35 41 47 46 45 37 29 22 15 9] 

C2 = [10 11 12 20 27 34 40 39 38 30 23 16] 

C3 = [17 18 19 26 33 32 31 24] 

and the orders were: 

O1 = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16] 

O2 = [1 2 3 4 5 6 7 8 9 10 11 12] 

O3 = [1 2 3 4 5 6 7 8]. 

We then counted repeating numbers in each sub-image 

(26×26 = 676 times). Using this series, the number of features 

increased to 110.  

Also, for the gray scaled sub-image, Haralick features were 

extracted based on co-occurrence matrix that incorporated 

four different angles (0, 45, 90, and 135). Therefore, the total 

features increased to 110 + 92 = 202.  

Two texture features remained: features extracted using the 

Gabor filters and the colored ones. We created the Gabor filter 

bank with 8 different parameters (two different frequencies 

and four angles). By applying each Gabor filter on the sub-

image, four features (Mean, Skewness, Kurtosis, and Entropy) 

were extracted. The outcome of the Gabor filter in four 

different angles created a summation image (the average of 

the four filtered images), and features from the generated 

image were extracted. So, the features derived using the Gabor 

filter totaled 50. 

As mentioned above (in the colored feature section), four 

features (Mean, Variance, Skewness, and Kurtosis) were 

extracted from five colored channels (Red, Green, Blue, Hue, 

Saturation) and the gray scaled image for each sub-image. 202 

(Haralick and LBP) + 50 (Gabor) + 24 (colored features) = 

276 features were extracted for each sub-image. 



 

Figure 3. Block digaram for the method used in this study. 

The Fisher scoring was applied to select features carrying 

higher information of a typical image [22]. Using Fisher 

scoring, 276 features were reduced to 30 providing the 

required information for classifiers. Finally, Multi-Layer 

Perceptron (MLP) neural network [23] was used to classify 

frames. Three networks were designed (three neural networks 

to distinguish between (1) normal and tumor regions; (2) 

normal and disease regions; and (3) normal and bleeding 

regions in the frames) with three hidden layers. The input 

layer, the first hidden layer, the second layer, the third layer, 

and the output layer were designed respectively by 30 neurons 

(number of features), 20 neurons, 10 neurons, 10 neurons, and 

two neurons. Figure 3 illustrates how the features discussed 

are extracted and these features are used to train the neural 

network. 

IV. RESULTS 

In this study, the Given imaging videos were used [24]. 

Each video time was 20 seconds and we digitized them to 100 

frames. Our aim was to distinguish between normal tissue and 

the abnormal regions in the frames.  

73 tumor frames (from 12 videos), 44 completely normal 

frames containing no suspected objects (from 16 videos), 33 

frames contained bleeding (from 18 videos), and 73 disease 

frames (from 39 videos) were selected. In other words, as the 

detection rate was not the frames but the subimages, tumor, 

bleeding, normal, and disease sub-images used for this study 

were respectively 18820, 16580, 33300, and 20195 (Crohn’s 

4640, Lymphangectasia 1219, Stenosis 9733, Xanathoma 

3423, and Lymphoid hyperplasia 1180). 

 

Figure 4. The two rows that are labeled as 1 show the original frame and its final segmented part is demonstrated in row 2. 



Table I. The selected features for the training of each neural network. 

 
LBP Co-occurrence Gabor Color Channels 

Total Extracted 

Features 
110 92 50 24 

Selected Features 

for Bleeding NN 
3 12 0 15 

Selected Features 

for Tomur NN 
12 6 7 5 

Selected Features 

for Diseases NN 
10 10 3 7 

 

Table II. The quantitative measurements for the proposed method. 

 
Tumor Bleeding Disease 

Accuracy 0.91176 0.97468 0.94901 

Precision 0.8442 0.95162 0.90449 

Sensitivity 0.9273 0.97331 0.96705 

Specificity 0.90295 0.97536 0.93807 

 

As discussed, 110 features were calculated respectively 

using H1, H2, H3, O1, O2, and O3 histograms from LBP. A 

total of 92 and 24 features were extracted from co-occurrence 

matrix. The following features selected after using Fisher 

scoring for each of the three neural networks are listed in 

Table I. 

20% and 80% of the frames (subimages extracted from that 

frame) were selected for testing and training of neural 

networks using a random function in Matlab 2015. These 

neural networks are called: tumor neural network, disease 

neural network, and bleeding neural network. The 

performance of these neural networks were respectively 

0.1028, 0.0548, and 0.0247. 

After these networks, each frame was smoothed using the 

median filter. The median filter was applied on an image with 

25 pixels (a window size of 25 pixels). Figure 4 shows the 

output of the method for some sample frames. 

We estimated our method by measuring sensitivity, 

specificity, accuracy, and precision [25, 26]. Table II shows 

the measures for the test samples. The results are illustrated in 

Figure 5.  

V. DISSCUSSION 

In this study, we presented a method to distinguish 

between normal and abnormal regions in WCE frames.  

Table I shows the importance of the features for different 

applications. The Gabor features played no role in the 

detection of bleeding regions, nor in the three final selected 

features from LBP. The color features from the chromatic 

channels were the most dominant features behind the co-

occurrence matrix. This fact proves the importance of color 

information for detection of the bleeding regions. 

The role of color features mentioned above were less for 

the detection of tumors and diseases. However, all types of 

features were among the final selected features. The LBP 

features were more important in these two cases.  

 

Figure 5. The quantitative measurements for detection of tumors (blue bars), bleeding (red bars), diseases (yellow bars). 



Notice that a global median filter was undertaken to assign 

a value for undetected diseased pixels from neural networks. 

In other words, it smooths the segmented region and reduces 

the error rate of neural network.  Each output pixel contains 

the median window size of 25×25 around the corresponding 

pixel (figure 4). Also, the performance of neural network for 

different hidden layers were investigated and our findings 

show that the best results were acquired by using only two 

hidden layers and it remained almost the same by increasing 

them.  

The main aspect of this study that needs to be improved is 

the number of subjects and frames to achieve more reliable 

results, especially for diseases. In this study, we examined the 

method on available online data set [24]; however, this online 

data, as discussed, has so many samples for each of the groups 

studied here. We will present the results on a more 

comprehensive study using the clinical data available in 

hospitals. 

In comparison to the available methods for detection of 

bleeding, the proposed method achieved respectively the 

sensitivity and specificity of 97% and 97%. While these two 

measures were reported respectively 88% and 92% for pixel 

detection (the method proposed here is for pixel detection) in 

[3]; 90% and 97% for frame detection in [3]; 84% and 93% 

for pixel detection in [4]; and a sensitivity of 90% in [5]. 

In the case of disease detection, the sensitivity and 

specificity were respectively 93% and 97% in [6] for detection 

of Crohn’s disease. The reported sensitivity for tumor 

detection was less than 90% in [7] and [11]. Our proposed 

method showed a great improvement in the results as 

presented in these studies. 

In the future, we will present a method for real time 

segmentation of gastric disease regions. A real time process 

can assist the manufacturer to add biopsy and treatments to 

WCE. To achieve this, we will try to use the information from 

different organs [27], sparse decomposition [28], and 

scattering transform [29]. 
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